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Abstract

Artificial vision is a key element in robots autonomy. The Fly algorithm is a fast evolutionary algorithm designed for real time obstacle detection using pairs of stereo images. It aims to be used in particular in the fields of mobile robotics and automated vehicles. Based on the Parisian approach, the Fly algorithm produces a set of 3-D points which gather on the surfaces of obstacles. This paper describes the use of the Fly algorithm for obstacle detection in a real environment, and a possible use for vehicle control is presented.
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1 Evolutionary algorithms

Evolutionary algorithms [1] [2] [3] are a new widespread class of optimisation algorithms based on Darwin’s theory of Evolution. That theory assumes that a population of individuals, characterised by their genes, evolves toward a better adaptation to its environment according to laws of natural selection. The more adapted an individual is, the more likely he is to stay alive and to transmit his genes and characteristics to his offspring. Genes mutations may occur and maintain diversity in the population.

Evolutionary algorithms manipulate individuals evaluated by a function, called fitness function, in a way similar to biological Evolution. The general diagram of such algorithms is presented in figure 1.

![Diagram of evolutionary algorithm](image)

Figure 1: General layout of genetic algorithms

Where:
- the population is a group of individuals;
- an individual is defined by his genes $X = (x_1, x_2, ..., x_n)$, usually coordinates in the search space;
- evaluation is the calculation of each individual’s fitness value;
- selection eliminates part of the population, keeping preferably the best individuals;
- evolution applies genetic operators (crossover, mutations, ...), leading to new individuals in the population.

2 The Fly algorithm

Parisian evolution [4] is an evolutionary optimisation approach for which each individual of the population is part of the solution, and the global solution to a problem is given by a population of individuals. The Fly algorithm [5] [6] is a special case of Parisian evolution for which individuals (the "flies") are defined as 3-D points with coordinates $(x, y, z)$. The aim of the algorithm is to drive the whole population - or a significant part of it - into suitable areas of the search space, corresponding to the surfaces of visible objects in the scene.

The population of flies is initialised at random inside the intersection of two cameras’ field of view. Flies then evolve following the steps of evolutionary algorithms.

2.1 Evaluation

The fitness function used to evaluate a fly compares its projections on the left and right images given by the cameras. If the fly is on an object’s surface, the projections will have similar neighbourhoods on both images and hence this fly will be attributed a high fitness.
Figures 2 and 3 illustrate that principle. Figure 3 shows neighbourhoods of two flies on left and right images. On that example, Fly1, being on an object’s surface, will be given a better fitness than Fly2.

![Diagram of mobile robot and flies](image)

**Figure 2**: Example of device using the Fly algorithm, showing two flies from the population (top view)

![Projections of two flies in left and right images](image)

**Figure 3**: Projections of two flies in left and right images

The mathematical expression of the fitness function is [7] [8]:

\[
F = \sum_{(x_L, y_L)} \sum_{(x_R, y_R)} \frac{\| \nabla(M_L) \| \| \nabla(M_R) \|}{(L(x_L + i, y_L + j) - R(x_R + i, y_R + j))^2}
\]

where:
- \((x_L, y_L)\) and \((x_R, y_R)\) are the coordinates of the left and right projections of the current individual;
- \(L(x_L + i, y_L + j)\) is the grey value at the left image at pixel \((x_L + i, y_L + j)\), similarly with \(R\) for the right image;
- \(N\) is a neighbourhood introduced to obtain a more discriminating comparison of the fly’s projections;
- \(\| \nabla(M_L) \|\) and \(\| \nabla(M_R) \|\) are Sobel gradient norms on left and right projections of the fly. That is intended to penalise flies which project onto uniform regions, i.e., less significant flies.

### 2.2 Selection

Selection is elitist and deterministic. It ranks flies according to their fitness values and retains the best individuals (around 40%).

A sharing operator [7] [8] reduces the fitness of flies packed together and forces them to explore other areas of the search space.

### 2.3 Genetic operators

The following operators are applied to selected individuals.
- Barycentric cross-over: given two parents \(F_1\) and \(F_2\), the algorithm builds their offspring \(F\) such as:

\[
\overrightarrow{OF} = \lambda \overrightarrow{OF_1} + (1 - \lambda) \overrightarrow{OF_2}
\]

with \(\lambda\) chosen at random in the interval \([0, 1]\).
- Gaussian mutation: adds a Gaussian noise to each one of the three coordinates of the mutated fly. The mutation rate is set to 40%. Parisian algorithms normally using a higher mutation rate than conventional evolutionary algorithms.
- Another operator, "immigration", is used to improve exploration of the search space, creating new individuals at random. It ensures a constant exploration of the search space, whose high-fitness regions evolve as the scene in front of the cameras changes.

### 3 Robot simulator

The original way the scene is described by the population of flies led to adapt classical robot navigation methods in order to use the results of the Fly algorithm as input data. Boumaza [7] [9] developed a simulator of a robot moving in a simplified environment, to test theoretically control methods using the output of the Fly algorithm.

The simulator showed the possibility to build guidance methods based on the output of the Fly algorithm. Our current work consists in transferring and extending these control methods to real life situations.
4 Real life experiments

Figure 4 shows an application example of the Fly algorithm. Flies (black dots) concentrate on obstacles and on regions where the grey level gradient is high, for example on the roadsides. The numerator of the fitness function prevents flies from getting trapped into uniform regions (sky, road surface, etc.).

The three coordinates of each fly being known, the population of flies gives a rough description of the real 3-D scene.

4.1 Control

With the intention to use the Fly algorithm in the field of automatic driving - or at least assisted driving, we developed a strategy to make the program quantify the probability that an obstacle is in front of the vehicle. The aim is to deliver a slow down or stop order when an obstacle appears close enough in the field of vision, in order to avoid frontal collision.

The general idea to achieve this goal is to see each fly as the source of a “warning value”, as high as:
- the fly is near the vehicle;
- the fly is in front of the vehicle (i.e. close to the z axis);
- the fly has a good fitness.

Beforehand, flies useless for this specific application have there fitness value penalised, and thus have high probability to be eliminated by the algorithm’s mechanisms. We considered such flies are:
- flies with a height above 2 metres;
- flies with a height under 10 centimetres (detecting the ground);
- flies at a distance of more than 16 metres from the vehicle.

An experimental analysis led us to choose the simple following formula for the warning value of a fly:

\[ \text{warning(fly)} = \frac{F}{x^2 \times z} \]

where \( F \) is the fitness value of the fly, and \( x \) and \( z \) its coordinates as shown on figure 2.

For \( |x| < 0.5 \) metre we consider \( x = 0.5 \) metre, and for \( z < 1 \) metre we consider \( z = 1 \) metre. That is made to avoid giving excessive warning values to flies with a not necessarily good fitness but with a very small \( x \) or \( z \) coordinate. Moreover, obstacles within a range of half a metre to the left or to the right from the centre of the vehicle (\( |x| < 0.5 \) metre) are equally dangerous, and are logically treated in the same way.

The warning function was built in order to give high warning values to flies for which the three coefficients \( F, 1/x^2 \) and \( 1/z \) are simultaneously high. Indeed a fly with a low fitness value (thus probably not on an obstacle), far from the vehicle or not in front of it, doesn’t show evidence of an imminent collision. Experiments with a 1/x factor instead of 1/x^2 didn’t give satisfying results, as it tended to overestimate the importance of flies not in front of the cameras.

4.2 Results

To validate the algorithm, we tested it on two stereo pairs of images representing a pedestrian crossing the stree in front of the vehicle. In the first case (figures 5 and 6) the pedestrian is further from the cameras than in the second case (figures 7 and 8), Figure 5 does not show a case of emergency breaking, whereas figure 7 shows a situation closer to a collision.

The landscape is not easy to process, with trees and textures ground which can “trap” flies away from real obstacles.

Results are obtained using two commercial CCD cameras and a computer (Pentium 2GHz). The population of flies is 5000. One generation takes
about 10 milliseconds. The update of the population and the calculation of the warning values are done in a quasi-continuous way, and the system needs about 10 to 30 generations to react to a new event in the scene.

Figures 5 and 7 show the 250 best flies of the resulting population. Flies appear as black crosses. We note that, on both figures 5 and 7, part of the population of flies gathered on the pedestrian.

Figures 6 and 8 show the same (x, y) view as figures 5 and 7, with only flies represented. Flies appear as spots as dark as their warning value is high.

We note the algorithm delivers higher warning values in figure 8 than in figure 6.

![Figure 7: Pedestrian at 4 metres from the cameras, on the middle of the road](image)

![Figure 5: Pedestrian at 8 metres from the cameras, at the roadside](image)

![Figure 6: Warning values of figure 5 flies](image)

![Figure 8: Warning values of figure 7 flies](image)

A global warning value can be defined as the mean of the warning values of a population. In the first case, this mean is 0.40, whereas in the second case it is 0.85. The high difference between these two values confirms that they can be used as a discriminating element between the two situations.

5 Conclusion

The Fly algorithm has proved a valid method for obstacle detection in outdoor environments. The simplicity of the fitness function used opens the way to real time applications. Real time vehicle control based on the information of flies (coordinates, fitness value) has been developed.

Our future work will be directed toward developing guidance algorithms for mobile robots in real life situations, and to integrate them into a vehicle of IMARA project.
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